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Introduction & Overview

Federated Learning (FL) is a distributed learning paradigm that allows 
multiple clients to collaboratively train Deep Learning (DL) models 
without sharing their private raw data.

Ideal Assumptions in Federated Learning (FL):

➢ Supervised Learning: All clients possess training data with 
corresponding ground-truth labels. 

➢ Semi-Supervised Learning: A subset of clients have access to 
adequately labeled data. 

➢ High-Quality Pseudo-Labels: The model generates pseudo-labels for 
unlabeled data using only labeled data available during training. 

Idea 2: 2PFL Training Phases

Overview of our Idea

2-Phase Federated Self-Learning Framework (2PFL)

The Price of Labelling: A Two-Phase Federated

Self-Learning Approach
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2PFL exploits labelled, partially labelled and unlabelled data across 
all     clients (𝒩𝐿 ∪𝒩𝑃 ∪𝒩𝑈)𝑛𝑖∈𝒩  to minimize the loss function 𝑓𝐿(𝜃𝐺), 

𝑓𝑃(𝜃𝐺), and  𝑓𝑈 𝜃𝐺  over labelled, partially labelled & unlabelled clients:
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Phase 1: Engagement of Labelled & Partially Labelled Clients

Phase 1 trains a global pseudo-labeling model 𝜽𝑮
(𝟏)

from labelled data, 
using the ground-truth labels optimizing the loss:
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Phases 2 & 2+: Engagement of Unlabelled Clients & Fine-tuning:
The unlabelled clients (along with the rest) are engaged in Phase 2 to 

enhance the robustness of the global 𝜽𝑮
(𝟐)

. 

❖Our 2PFL framework addresses the challenge of training FL models across different 
types of clients with limited and skewed labeled and unlabelled data.
❖By leveraging data augmentation, 2PFL leads to improved model performance and 

accelerates convergence by progressive pseudo-labelling.
❖Our experiments highlight that 2PFL consistently outperforms baselines across 

various performance metrics and datasets. 

                  The price for learning a global model with skewed and 

                  unlabeled  data is minimal with 2PFL 
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Conclusions

Experimens

➢ Effectiveness and 
efficiency of 2PFL against  
baselines w.r.t test 
accuracy, Labelled Data 
Ratio (LDR), number of 
training rounds. 

➢ Accuracy vs. training 
rounds over all datasets 
(vertical dotted lines 
correspond to T1, T1 + T2 
rounds of 2PFL’s phases).

➢ Pseudo-labelling ratio of 
unlabelled samples across 
datasets and phases.

Problem Fundamentals

What is the price of learning a global model using 
scarce & skewed labelled data, while capitalizing on 
partially labelled & fully unlabelled data across clients?

A set 𝒩 = {𝑛1, … , 𝑛𝒩} of distributed clients categorized into: 

– Type I clients (labelled clients) having all data labeled. 

–Type II clients (partially labelled clients) having labelled & unlabelled 
data

–Type III clients (unlabelled clients) where all data are unlabelled

In real-world FL senarios:

➢ Data can be non-IID.
➢ Data across clients can be unlabeled , due to e.g., limited 

resources, labeling costs, human errors, etc.

Idea 1: Local Data Augmentation

2PFL adopts MixUp to augment data over each client . 

In labelled/partially labelled client: for any two inputs 𝑥𝑘 and 𝑥ℓ 
with labels 𝑦𝑘 and 𝑦ℓ, MixUp synthesizes the sample (𝑥′, 𝑦′):

𝑥′ = 𝜆𝑥𝑘 + 1 − 𝜆 𝑥ℓ 𝒂𝒏𝒅 𝑦′ = 𝜆𝑦𝑘 + 1 − 𝜆 𝑦ℓ

❖ Impact of pseudo-labeling confidence on training phases

❖ Comparison across datasets

❖ Impact of phases on model convergence & 
pseudo-labeling efficiency
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